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ABSTRACT 
Critical infrastructures are the systems that support our everyday life and include areas such as agriculture, 
information and telecommunications, food, energy, water, transportation, public health, and finance. We need to 
protect the information necessary to control and coordinate these systems as well as to control access to the 
physical structures involved. This information is usually embodied in a process control system (PCS) with its 
corresponding information system. A PCS typically includes a supervisory, control, and data acquisition 
(SCADA) system, which monitors and controls switches, valves, and physical quantities (temperature, pressure) 
and collects and logs field data. SCADA systems are distributed systems, including workstations, wired and 
wireless sensors, and application software. Databases contain the necessary information. SCADA requirements 
include 24/7 availability, real-time operation, survivability, and remote control. Their protection includes security 
and reliability concerns, including authentication, authorization, intrusion detection as well as fault tolerance 
measures. An extra dimension is the need for safety, avoiding damage to people or costly structures. We have 
developed a course that provides an understanding of how to coordinate hardware and software to provide data 
and network protection against internal and external attacks. We study the systems involved through the use of 
object-oriented patterns and formal models.   We analyze how to perform a systematic analysis of attacks against 
the infrastructure. We see which defenses are available and how to apply them. We study the effect of errors on 
security and safety. Another aspect considered is the effect of system architecture on security and reliability. 
Finally, we consider development processes to build secure and safe systems. 
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1. INTRODUCTION 
Infrastructure systems are needed to sustain a civilized life. Infrastructure systems are found in transportation, 
finance and banking, government, chemical, energy, oil and gas production and distribution, health services, 
information management, water (drinking and irrigation), emergency services (fire, police), garbage collection, 
and other areas. All of these infrastructure functions are controlled by systems which are complex and becoming 
increasingly interdependent; each system typically depends on one or two other systems.  Some are even mutually 
dependent, e.g. electric power generation may require oil and oil production may require electricity [Ami02]. 
 
Infrastructure control systems are often distributed and real-time, and may include embedded devices and wireless 
links. Many system components are remotely deployed, have unique constraints, and may be physically 
inaccessible for maintenance, or physically accessible for attack. More and more systems use the Internet as a 
communication medium, and are thus accessible in cyberspace as well. Infrastructure systems are vulnerable to a 
variety of unintentional errors: equipment failure, human errors, weather, and other accidents. They are also the 
object of intentional attacks, both external (i.e. hackers) and internal (insiders/saboteurs) [Mil02]. 
 
Security is a fundamental objective of any system where there are assets that are targets of attacks because of their 
economic value or potential for disruptive impact. Until now most studies of security have focused on the 
protection of information assets. Recent terrorist threats have brought interest in the protection of physical assets 
as well.  Correspondingly, the studies of threats to infrastructure have focused on safety. Safety is the freedom 
from unacceptable risks, including threats to human lives, the environment, or to costly facilities. Safety is often 
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defined with assertions on how to avoid unsafe conditions, e.g. an elevator must not open its doors when moving.  
These assertions are related to specific states of a control system. Safety is often confused with reliability or with 
availability. Some perceive safety as providing “zero defect” or “failure free” software, others consider it a matter 
of providing uninterrupted service. Heimdahl complains of the lack of knowledge about safety by software 
engineers [Hei07]. 
 
Until now, security and safety concerns were developed separately. However, it is not enough to apply the same 
security measures used in IT systems to critical systems. While superficially there are many commonalities, 
delving deeper one finds many differences [Nae07]. This implies the need for a specialized use of security 
mechanisms and methodologies. 
 
Hazards are states or conditions of the system, that when combined with some state of the environment, lead to 
mishaps. A mishap is the occurrence of an unwanted event that leads to human or environment harm. Mishaps 
happen because a dangerous situation was not considered in the requirements, or because there was a failure in 
some unit of the system, or because there was an intentional action taken against vulnerable elements of the 
system, as discussed below. Our point is that safety is dependent on the reliability and security of the system. 
Conversely, safety features or restrictions (e.g. emergency access) or reliability failures can lead to security 
breaches. However, high reliability and security do not guarantee safety. 
 
Leveson categorizes hazards into three groups [Lev95]: 

• The system is not available. 
• The system generates an incorrect output. 
• The system misses a hard deadline. 

 
Security attacks can deny service, illegally modify system state, or introduce artificial delays. In other words, 
security attacks may directly affect safety through all three hazard categories. Because infrastructure systems 
usually have databases used to control many devices, attacks to these databases can have a large effect on safety. 
We need to produce systems where security and safety are built together. Safety requires reliability and methods 
to improve reliability are also of interest in this context.  
 
We have developed a course on the security of safety-critical systems where we discuss security, safety, and 
reliability and their mutual effect as well as appropriate development methodologies. The course tries to provide a 
perspective of the problems involved in protecting the information related to critical infrastructure and the 
avoidance of hazards. Engineers need to understand how to coordinate hardware and software to provide data and 
network protection against internal and external attacks. We model the systems involved through the use of 
patterns and formal models [Ken98]. We discuss here the main ideas of this course, which we have just 
introduced. The course is given to upper undergraduates and to graduate students.  
 
Section 2 discusses some background on control systems, while Section 3 describes the structure of the course. 
Section 4 shows some of the material we cover in the course as an illustration of its range. We end with some 
conclusions. 

2. PROCESS CONTROL SYSTEMS 
An Industrial Control System (ICS) or Process Control system (PCS) is a system to make the output of a process 
satisfy some requirements. They are typically based on the use of feedback loops. ICSs are implemented in 
several ways, including supervisory control and data acquisition (SCADA) systems, distributed control systems 
(DCS), and Programmable Logic Controllers (PLCs). The most complex of these configurations is the SCADA 
system [Sto06]. 
 
Basically, a SCADA system is composed of field units, a central controller, and communication networks that 
connect these components. A field unit consists of field devices and a local programmable logic controller (PLC). 
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Field devices, such as actuators and sensors, are monitored and controlled by local PLCs. The central controller is 
generally geographically separated from these field units and typically has advanced computation facilities. A 
typical central controller may be equipped with data servers, Human-Machine Interface (HMI) stations, and other 
servers with advanced computation capabilities to aid the operators in managing the entire plant. The functions of 
the central controller include sending settings to the field units, sending commands to the field units, and 
receiving status information from the field units. The functions of the field units include monitoring the 
environment, taking actions on the environment, and sending status information and/or alarms to the central 
controller if necessary. The functions of the communication networks include forwarding data and commands. 
 
Until recently, SCADA systems were electronically isolated from all other networks and hence not likely to be 
accessed by outside attackers. As a result, the security issues of a SCADA system focused mostly on physical 
security. However, the growing demands of the industry for increased connectivity between SCADA systems and 
corporate networks (and/or the Internet) have resulted in an increase in security threats and vulnerabilities that are 
not limited to physical attacks. A recent study shows that prior to 2000, almost 70% of the reported incidents of 
SCADA systems were either due to accidents or to disgruntled insiders acting maliciously. Since 2001, apart from 
an increase in the total number of reported incidents, almost 70% of the incidents were due to attacks originating 
from outside attackers [Byr04].  
 
Attacks against the central controller and the network are more harmful since they may disable the whole system 
whereas attacks against field units only affect specific units. However, there are more attacks at the lower levels 
due to the unique implementation of these systems. These include the effect of resource constraints, e.g. lack of 
computational power to apply cryptography, cryptography takes time and produces delays which may affect real-
time deadlines, and others [Nae07]. Physical attacks are also possible because of the distribution of the controllers 
and sensors and any analysis must show ways to define appropriate policies that can neutralize or mitigate the 
identified threats.  

3. STRUCTURE OF THE COURSE 
The pre-requisites for the course include concepts of computer hardware and software architectures, as well as 
some knowledge of object-oriented concepts, in particular UML modeling. We comment below on each topic 
covered in the course. 
 
OUTLINE: 

1. Context and motivation. Importance of infrastructure in our life. Possible attacks and effect of errors. 
Security and reliability objectives. Complex systems. Review of UML and patterns. Security patterns. 
Standards and regulations. 

We have written a book on security patterns [Sch06] and we introduce some of them here, others are 
introduced when needed. We discuss the need to comply with regulations, e.g. HIPAA [hip]. 
 

2. Critical Infrastructure.  Features and requirements. Standards for networked systems. Need for security, 
safety, and reliability (availability and fault tolerance). Process control systems, information systems, and 
sensors.  

Mostly material from [Sto06]. 
 

3. Security and reliability objectives. Systematic analysis of attacks against the infrastructure. Attack 
patterns. Overview of defenses (countermeasures). Effect of errors. Protection against errors. 

Following the approach of [Fer06a], we systematically enumerate the threats against a system by 
considering its use cases and activities, and analyzing possible ways of subverting them. A simplified 
version of this approach looks at possible attacks against each unit of a system if its structure is 
predefined. SCADA example. We illustrate the use of attack patterns [Fer07a]. 
 

4. Countermeasures I.  Authentication. Access control models. Physical access control. Comparison and 
voting for fault tolerance. Safety assertions. 

Policies and mechanisms to control threats and errors. Security patterns for access control and 
authentication. Dependability patterns. 
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5. Countermeasures II. Cryptography. Network security. Viruses and worms. Firewalls and IDS. Web 
services and agents. Redundancy to protect against denial of service. Formal approaches. 

Program correctness is not enough to guarantee safety, a program can do more than its intended 
functions. Formal methods help for algorithmic parts. But many aspects such as interfaces with the 
environment, timing, implementation details, and other cannot be fully formalized. We need also 
semi-formal approaches. UML models complemented with OCL constraints [War03] or Petri nets are 
a good approach to semi-formal solutions. The integration of semi-formal and formal models is an 
interesting problem in itself and we study some aspects of it. Cryptography is studied from a systems 
(not algorithmic) viewpoint.  
 

6. Dependable architectures for infrastructure systems. Effect of system architecture on security and 
reliability. Secure and reliable development process.   

Software for such systems must be evaluated within the context of the complete system, including the 
effect of the environment. There has been a good amount of work on identifying and prioritizing 
hazards [Lev95]. We need to do system and hazard analysis to verify safety and study how the final 
system controls the threats. We discuss an approach to develop secure systems [Fer06b] and extend it 
to consider safety and reliability aspects.  

The grading of the course is based on four or five assignments (25%), and a take-home exam (75 %). This exam is 
really a mini-project, where the students need to design a system that satisfies security and safety constraints. The 
Appendix shows the exam for the last offering of this course. The next section shows a typical unit of the course, 
where we discuss physical access control (from Unit 4 of the outline).  

4. PHYSICAL ACCESS CONTROL 
Homeland security has brought an added interest in control of access to buildings and other physical structures. 
The need to protect assets in buildings and to control access to restricted areas such as airports, naval ports, 
government agencies, and nuclear plants to name a few, created a great business opportunity for the physical 
access control industry and a good amount of interest in the research community. One of the results of this interest 
was the recognition that access control to information and access control to physical locations have many 
common aspects. The most basic model of access control uses a tuple (s,o,t), subject, object, access type [Gol06]. 
If we interpret s as a person (instead of an acting executing entity), o as a physical structure (instead of a 
computational resource), and t as a physical access type (instead of resource access), we can make an analogy 
where we can apply known results or approaches from information access control. The unification of information 
and physical access control is just beginning but the strong requirements for infrastructure protection will make 
this convergence happen rapidly. Another issue is the fact that there are standard network protocols for building 
automation, e.g. BACnet [bac06], which are totally different from the protocols used for manufacturing 
automation, e.g. DNP3 [Maj05]. Both types of protocols define security standards, which means that a building 
intended for manufacturing would have two sets of incompatible security standards. We need some way to 
abstract the security requirements of the complete system without regard to specific details of each standard.  
 
One way to achieve this unification is using a conceptual abstraction for the definition of security requirements; 
we have combined analysis and security patterns for this purpose.  Standards and products that deal with physical 
units use a set of common concepts that may appear different due to a different notation; patterns make this 
commonality apparent. Examining existing systems, industry standards, and government regulations, we have 
described, in the form of patterns, the relationship and definition of a core set of features a physical access control 
system should have. From these patterns, it is possible to define more specific patterns that can be used to build 
systems in a given protocol or to define new protocols.  
 
We have presented several patterns for access control in physical units [Fer07b]. These include: 
• Alarm Monitoring. Defines a way to raise events in the system that might require special attention, like the 

tampering of a door. 
• Relays. Defines the interactions with electronically controlled switches.  
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• Access Control to Physical Structures. Applies authentication and authorization (RBAC) to the control of 
access to physical units including alarm monitoring, relays, and time schedules that can control when things 
will happen. 

• Physical Structure.  Defines the structure and use of physical sites such as buildings, parking lots, and 
similar, as well as their divisions and compartments. 

• Scheduler. Provides timing information to control access. 

We combine them with access control patterns such as Role-Based Access Control to control access to physical 
structures. Figure 1 shows an example of this combination. This model illustrates an important aspect of patterns: 
their ability to be combined to make up complex applications. We can also see in this Figure the use of design 
patterns [Gam94], e.g. Zones are described by the Composite pattern. 

 
 

Figure 1. Class Diagram for Access Control to Physical Structures 
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5. CONCLUSIONS 
All students make acquaintance with object concepts in their courses on data structures and introduction to 
programming and most of them also take a course on object-oriented design during their last years of 
undergraduate studies, which gives them the proper background to understand basic UML models. They see this 
course as a way to learn not only security but also to reinforce their knowledge of object-oriented software design. 
They learn clearly the difference between security, reliability, and safety, concepts which are often confused. The 
design-oriented approach makes the material suitable to be applied to real situations. As a result of the first 
offering of this course one of the students produced a paper with two patterns for SCADA systems that indicate 
the general structure of these systems and where different security mechanisms are required [Sha08]; another 
student is developing a paper and a thesis on fault tolerance patterns.   
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Appendix: Take-home exam of Spring 2008. 
The ports of a country are fundamental for its economy, supplying people with food and goods, and exporting 
local products. Because of their open and distributed structure, they are very vulnerable. Palm Beach County has 
hired you as a consultant to reinforce their ports against severe disruptions or catastrophic events.  
(Directions:  Provide diagrams with brief annotations. Do not consider purely physical solutions, e.g. guards) 
 

a) Consider a set of the five or six most important use cases for this system and analyze possible security 
and safety threats.  

 
b) Describe roles for the actors involved in your use cases. Propose policies for stopping or mitigating the 

identified threats, including necessary rights for the actors. 
 
c) Draw a UML class diagram for the port system without including any protection. Build this diagram from 

your use cases and from general knowledge about ports.  
 

d) Draw a new UML class separate diagram for the port, where you have added security and safety 
mechanisms to implement your policies. 
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